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Boosting Entity-aware Image Captioning with
Multi-modal Knowledge Graph

Wentian Zhao, Xinxiao Wu

Abstract—Entity-aware image captioning aims to describe
named entities and events related to the image by utilizing
the background knowledge in the associated article. This task
remains challenging as it is difficult to learn the association
between named entities and visual cues due to the long-tail
distribution of named entities. Furthermore, the complexity of the
article brings difficulty in extracting fine-grained relationships
between entities to generate informative event descriptions about
the image. To tackle these challenges, we propose a novel ap-
proach that constructs a multi-modal knowledge graph (MMKG)
to associate the visual objects with named entities and capture
the relationship between entities simultaneously with the help
of external knowledge collected from the web. Specifically, we
build a text sub-graph by extracting named entities and their
relationships from the article, and build an image sub-graph
by detecting the objects in the image. To connect these two
sub-graphs, we propose a cross-modal entity matching module
trained using a knowledge base that contains Wikipedia entries
and the corresponding images. Finally, the MMKG is integrated
into the captioning model via a graph attention mechanism.
Extensive experiments on both GoodNews and NYTimes800k
datasets demonstrate the effectiveness of our method.

Index Terms—Image Captioning, Named Entity, Knowledge
Graph

I. INTRODUCTION

Different from the conventional image captioning [1], [2],
[3], [4], [5] [6], [7] that describes common objects and their
relationships, entity-aware image captioning focuses on gen-
erating informative descriptions of named entities and specific
events presented in the images by utilizing the background
knowledge in the associated articles. For instance, the image in
Figure 1 shows the scene where a famous racer is celebrating
his victory. A conventional captioning model may describe
the general semantic in the image such as “Four men are
holding trophies on a podium.”, while the entity aware caption-
ing model can leverage the relevant background knowledge
to generate more expressive description such as “Alonso is
celebrating victory with his Toyota teammates”. Entity-aware
image captioning is closer to the human cognition process that
integrates prior knowledge for understanding and interpreting
scenes [8], and has attracted increasing attention in the fields
of computer vision and natural language processing [9], [10],
[11], [12], [13]. However, this task still presents two key
challenges. First, since the distribution of named entities is
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Entity-aware Caption: Alonso's victory, alongside his Toyota team-mates, 

completes the second part of the Spaniard's motorsport 'triple crown'

Article Text: …, Alonso's victory completes the second part of motorsport's 

'triple crown' for the two-time Formula 1 world champion. Twice a Monaco 

Grand Prix winner, he now wants to win the Indianapolis 500. Only 

Englishman Graham Hill has won all three classic races in the entire history 

of motorsport.

General Caption: Four men holding trophies are standing on a podium.

Fig. 1: An example of entity-aware image captioning. The
named entities in type “PERSON” are marked in red.

heavily imbalanced and long-tailed, it is difficult to select
the named entities relevant to the image from the articles.
Second, the news articles typically contain complex sentences
where related entities might be far apart, making it non-trivial
to exploit the fine-grained relationships between the named
entities for generating descriptions about the events in the
image.

There have been some attempts to select accurate named
entities for the caption. The template-based methods [9],
[11] first generate template captions with placeholders, and
then fill the placeholders using the named entities in the
relevant sentences. Several end-to-end methods have also been
proposed, including using word-level contextual information
to draw named entities [13] and applying byte-pair encoding
to generate rare words in named entities [12]. The aforemen-
tioned named entity selection strategies heavily depend on the
contextual information of the named entities in the article but
neglect the association between named entities and visual cues
in the image.

Recently there have been a few endeavours to utilize the
background knowledge in the articles for concrete event de-
scription. Many methods extract the knowledge by encoding
the article text at article level [9], sentence level [11] or word
level [12]. In [13], a more fine-grained attention mechanism is
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proposed to progressively concentrate on the text information
from the sentence level to the word level. Most of these
methods employ sequence encoding models for captioning and
lack ability to capture the entity relationships. This limits their
applications to the difficult cases where the article presents
more complex events with multiple named entities in different
sentences.

To overcome these limitations, we propose a multi-modal
knowledge graph (MMKG) to explicitly model the association
between visual objects and named entities, and simultaneously
capture the fine-grained relationships between named entities
for entity-aware image captioning. Since there are a wide range
of named entities involved in the articles and the distribution of
real-world named entities is often long-tailed, it is extremely
difficult to learn the association between visual objects and
named entities from the training data. Therefore, we attempt to
explore the external knowledge from the web which provides
rich and comprehensive multi-modal information about named
entities. To be more specific, starting with collecting an
external multi-modal knowledge base from Wikipedia, we then
train a cross-modal entity matching module that connects a
textual sub-graph extracted from the article and an image sub-
graph extracted from the image, in order to construct MMKG.
Finally, MMKG along with the input image and the news
article is encoded via a graph attention mechanism into a
captioning model to generate the entity-aware descriptions.

In summary, our contributions are as follows:
• We propose a novel entity-aware captioning method

that constructs multi-modal knowledge graphs to choose
accurate named entities and refine relevant events for
generating informative descriptions.

• We design a novel cross-modal entity matching module
that is effectively trained using a multi-modal knowledge
base collected from Wikipedia to facilitate modeling the
association between visual objects and named entities.

• Extensive experiments on two large-scale news image
captioning datasets, namely GoodNews [11] and NY-
Times800k [12], have verified the superiority of our
method compared with the state-of-the-art methods.

II. RELATED WORK

A. Image Captioning

Image captioning has received increasing attention due
to the advances in computer vision and natural language
processing. Attention mechanism is used to selectively focus
on certain objects or regions in the image at each time step
[14], [15], [16], [3] or model the visual context that evolves
over time [17]. Graph neural networks [18], [19], [20] are
used to model the spatial and semantic relationships between
objects in the image. Transformer [21] is also employed by
recent methods to encode the pair-wise relationship between
visual features [22], [5], [23], [7] or syntactic structure of the
sentence [6].

B. Entity-aware Image Captioning

Entity-aware image captioning is attracting increasing atten-
tion in recent years. Some existing methods generate entity-

aware captions by utilizing hashtags or named entities re-
trieved from the web [10], [24]. Several other methods extract
the background knowledge from the associated news articles
for generating the named entities [9], [10], [11], [13], [12],
[25], which are closer to our method. Among these methods,
the early works [9], [10], [11] generate entity-aware captions
by two separate steps: a template caption is first generated
with placeholders indicating the entity types, and then the
placeholders are filled by selecting the named entities from
the news article. For instance, Biten et al. [11] first generate
a template caption by attending to both the image and the
sentences in the news article, and then draw the named entities
from the sentences with the highest attention weights.

More recently, a few end-to-end methods [13], [12], [25],
[26] are proposed to generate entity-aware captions in one
pass. Tran et al. [12] encode the news article at word level
using a pre-trained language model, and handle the rare words
in the named entities using byte-pair encoding [27]. Hu et
al. [13] first retrieve the sentences that are most relevant to
the image, and then attend to the retrieved sentences. Yang et
al. [26] integrate templates that describe the key elements of
the caption, i.e. who, what, when, where, why and how, to the
entity-aware captioning model. Zhang et al. [28] uses CLIP
[29] to transfer the visual concepts to linguistic space, and
fine-tunes BART [30] with multi-modal prompts to generate
the entity-aware caption.

Although remarkable progress has been achieved through
leveraging textual information from the news article at the sen-
tence or word level in the aforementioned methods, the explicit
association between the named entities and visual objects is
still under-explored, as well as the fine-grained relationship
between named entities. This paper focuses on constructing
MMKG to associate the visual objects with named entities
and capture the entity relationships, simultaneously.

C. Multi-modal Knowledge Graph

Multi-modal knowledge graphs introduce information in
multiple modalities, such as images, videos or text, to represent
the entities and relations. Several recent studies have validated
the effectiveness of MMKGs in different fields. For instance,
some methods [31], [32] incorporate images as additional
features of the entities in the knowledge graph to learn better
entity representations for knowledge graph completion and
triple classification. Kannan et al. [33] construct multi-modal
knowledge base to excavate the facts in deep learning litera-
tures. A MMKG based recommendation system is proposed
in [34], where images and text entities are introduced to model
user behaviour.

To the best of our knowledge, our method is the first to
employ MMKGs in entity-aware image captioning. Compared
with the methods mentioned above, it is more challenging to
construct MMKGs for the images and the associated news
articles, since the relationship between the entities in the
news article and the visual objects in the image is unknown.
Therefore, we leverage the external knowledge from the web
to train a cross-modal entity matching module that establishes
the connections between entities in different modalities.

This article has been accepted for publication in IEEE Transactions on Multimedia. This is the author's version which has not been fully edited and 

content may change prior to final publication. Citation information: DOI 10.1109/TMM.2023.3301279

© 2023 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
See https://www.ieee.org/publications/rights/index.html for more information.
Authorized licensed use limited to: BEIJING INSTITUTE OF TECHNOLOGY. Downloaded on September 27,2023 at 01:00:31 UTC from IEEE Xplore.  Restrictions apply. 



JOURNAL OF LATEX CLASS FILES, VOL. 14, NO. 8, AUGUST 2015 3

D. Relationship Modeling in Visual Recognition

Relationship modeling is a powerful technique that has been
applied to various visual recognition tasks, such as classifica-
tion and video action recognition. For instance, in the field
of image classification, Shu et al. [35] model the relationship
between web text and images by transferring the semantic
knowledge in web text domain to image domain using deep
transfer networks (DTN). Tang et al. [36] improve DTN by
adding representation-shared and parameter-shared constraints.
Du et al. [37] perform fine-grained visual recognition by
learning how the object parts interact with each other in
multi-granularity fashion. Guo et al. [38] propose a few-shot
fine-grained visual classification method that calibrates the
class centers by modeling the correlation between the query
sample and the support samples. In action recognition, Shu
et al. [39] model the correlation between RGB features and
skeleton features using modal-wise attention and channel-wise
attention.

The above methods mainly model the relationship between
samples in different modalities or features at multiple gran-
ularities. In comparison, our method explore modeling the
relationship between the named entities in the news article and
the visual objects in the image using multi-modal knowledge
graph.

III. OUR METHOD

A. Overview

In this paper, we propose a MMKG for entity-aware image
captioning. It explicitly models the association between named
entities and visual objects in the image and simultaneously
captures the fine-grained relationships between named entities
in the article. MMKG consists of a text sub-graph and an
image sub-graph. The text sub-graph models the interaction
between the named entities in the article text, where the
nodes represent the named entities and relationships between
named entities in the text. The directed edges in the text
sub-graph represent the connections between named entities
and relationships. The image sub-graph represents the visual
objects detected in the image. To connect these two sub-
graphs for generating the complete knowledge graph, we
introduce a cross-modal entity matching module that measures
the similarity between the named entities in the text sub-graph
and the visual objects in the image sub-graph. To facilitate the
training of the cross-modal entity matching module, we collect
an external multi-modal knowledge base from Wikipedia and
Google Images. Finally, the captioning model encodes MMKG
as well as the image and article to generate the entity-aware
captions. Figure 2 illustrates the framework of our method.

B. External Multi-modal Knowledge Base

The external multi-modal knowledge base contains pairs of
named entities and images, formulated as DM = {(ei, vi)|i},
where ei and vi denote the named entity and the corre-
sponding image, respectively. The named entities in DM

are collected from the news articles in the training splits
of the GoodNews and NYTimes800k datasets. We perform

named entity recognition on all the news articles and keep the
named entities that can be represented by images, including
persons, organizations, artifacts and facilities. The abstract
named entities, e.g. numbers and dates, are not included. To
reduce the ambiguity in the original text, we perform entity
linking [40] to connect the recognized named entities in the
news article to Wikipedia entries.

Ideally, the image corresponding to a named entity should
be representative, i.e. the most salient object in the images
reflects the entity. For instance, the image that best reflects a
person is the person’s portrait, and the image corresponding to
a building is the close-up of the building. Note that the purpose
of the images in each Wikipedia page is to demonstrate the
named entity itself, and we believe that the images in DM

collected from Wikipedia and the top image search results
from Google Images are with superior representativeness. For
each named entity that is linked to a Wikipedia entry and
can be represented by images, we collect the first image in
its corresponding Wikipedia page and the top three images
searched from Google Images. We detect the objects or faces
in these images, and the objects or faces with the largest
bounding box in each image are added to the multi-modal
knowledge base, resulting in a total of about 490,000 pairs of
named entities and images.

C. Cross-modal Entity Matching Module

The cross-modal entity matching module measures the
similarity between a named entity ei and an image vj . A pre-
trained language model and a pre-trained CNN are used to
encode the vector representations of ei and vj , respectively,
denoted as uei and uvj . The cross-modal entity matching
module is trained to map the vectors uei and uvj into
a common embedding space, where the similarity between
positive entity-image pairs is larger than any negative pairs
by a margin δ.

We use the pairs of named entities and images in the
multi-modal knowledge base to train the cross-modal entity
matching module. The loss function used to train the cross-
modal entity matching module is formulated as

Lr =max
e′

(δ + sim(e′, v)− sim(e, v))+

+max
v′

(δ + sim(e, v′)− sim(e, v))+,
(1)

where the pairs (e′, v) and (e, v′) denote negative samples,
sim(e, v) denotes the similarity between e and v, and (x)+ =
max(x, 0).

D. Multi-modal Knowledge Graph

Compared with conventional knowledge graphs that only
contains entities extracted from text, MMKGs introduce addi-
tional modality of entities and relationships, such as images.
Formally, MMKG is denoted as GM = 〈V,E〉, where V
denotes the entity set and E denotes the edge set. The entity
set V contains both the entities from the article and the visual
objects from the image. We construct the MMKG GM by first
building a text sub-graph GT and an image sub-graph GI , and
then connecting these two sub-graphs using the cross-modal
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captioning 
model

President Obama, with Prime 
Minister Dmitri A. Medvedev of 
Russia at Camp David, proposed 
a political transition in Syria.

In a new effort to halt more
than a year of bloodshed in
Syria, President Obama will
push for the departure of
President Bashar al-Assad
under a proposal ……

cross-modal 
entity matching

= visual object = named entitytrain

multi-modal
knowledge base 

Barack_Obama

Dmitry_
Medvedev

image sub-graph

multi-modal 
knowledge graph

text sub-graph

……

= relationship

Fig. 2: The framework of our proposed method. The left part shows the external multi-modal knowledge base containing
named entities and their corresponding images, which are used to train the cross-modal entity matching module. The middle
part shows the generation process of the multi-modal knowledge graphs. An image sub-graph and a text sub-graph are extracted
from the input image and the article text, respectively. The multi-modal entity matching module connects the related entities in
the two sub-graphs to construct the multi-modal knowledge graph. The right part shows the captioning model, which encodes
the image, the article and the multi-modal knowledge graph to generate an entity-aware caption.

entity matching module. An example of MMKG is shown in
Figure 3.

Former President Barack Obama and 
Bruce Springsteen are liberal icons, 
vacationing friends and rhapsodists 
about the dreams and travails of 
everyday Americans.  Now they are 
also podcast hosts.  ……

multi-modal knowledge graph

image 
sub-graph

text 
sub-graph

Fig. 3: An example of the constructed multi-modal knowledge
graph, which consists of an image sub-graph (the left part of
the box) and a text sub-graph (the right part of the box).

To build the text sub-graph, denoted as GT = 〈V T , ET 〉,
where V T and ET denote the entities in the news article
and the edges that connects them, we perform informa-
tion extraction and coreference resolution by utilizing the
Stanford CoreNLP toolkit [41]. Specifically, for an article
T , the output of information extraction is a set of triples
RT = {〈ehi , eri , eti〉|i}, where ehi , eri and eti denote the head
entity, the relation and the tail entity, respectively. For each
triple 〈ehi , eri , eti〉, we create two directed edges ehi → eri and
eri → eti. To simplify the graph structure, for the same entity
that appears more than once in the article, we only keep the

entity that appears first. We use the pre-trained Wikipedia2Vec
vector [42] as the embedding uehi

if a named entity ehi is
linked to a Wikipedia entry. Otherwise, the embedding uehi

is
obtained by encoding the corresponding text using RoBERTa.

To construct the image sub-graph, denoted as GI =
〈V I , EI〉, we use the YOLOv3 object detector [43] and the
MTCNN [44] network to detect the objects and faces in the
image, and the detected objects and faces are denoted by
V o = {voi |i} and V f = {vfi |i}, respectively. The entity set
V I of the image sub-graph contains both the set of objects
and the set of faces, i.e. V I = V o ∪ V f . The embedding
uvo

i
∈ R2048 of the object voi is extracted using pre-trained

ResNet-152 model [45]. The embedding uvf
i
∈ R2048 of face

vfi is obtained using uvf
i
= Wfu

′
vf
i

, where u′
vf
i

∈ R512 is
the face embedding extracted by pre-trained FaceNet model
[46], and Wf ∈ R2048×512 is a learnable parameter. For each
pair of nodes 〈v]i , v]j〉 in the image sub-graph, we connect two
directed edges v]i → v]j and v]j → v]i , where ] ∈ {o, f}.

The similarities between the entities in the image sub-graph
and the text sub-graph are measured by the cross-modal entity
matching module. For each entity pair 〈e∗i , v

]
j〉 that satisfies

sim(e∗i , v
]
j) > 0.4, we create a directed edge e∗i → v]j

that connects them, where sim(e∗i , v
]
j) denotes the similarity

between e∗i and v]j . ∗ ∈ {h, r, t} and ] ∈ {o, f}.

E. Entity-aware Captioning Model

The generated multi-modal knowledge graph GM , the input
image I and the associated news article T are encoded by the
encoder of the entity-aware captioning model. The image I
is encoded using the pre-trained ResNet-152, and the output
before the last pooling layer is taken and flattened into a matrix
XI = {xI

j |j}, xI
j ∈ R2048.
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Transformer encoder

Transformer decoder

In a new effort to halt more
than a year of bloodshed in
Syria, President Obama will
push for the departure of
President Bashar al-Assad
under a proposal ……

multi-modal knowledge grapharticle textimage

ResNet RoBERTa GAT

[𝑿𝑿𝐼𝐼;𝑿𝑿𝑇𝑇;𝑿𝑿𝐺𝐺]encoded feature

President Obama, with Prime Minister Dmitri A. Medvedev of Russia at Camp David, proposed 
a political transition in Syria.

Fig. 4: The architecture of the captioning model.

The news article T is encoded by the pre-trained
RoBERTa [47] into a sequence of subword units
{w1, w2, ..., wLT

}, where LT denotes the length of the
subword unit sequence. The output of the last layer is used
as the representation, denoted as XT = {xT

j |j}, xT
j ∈ R1024.

To obtain rich representations of the entities in MMKG,
we encode the nodes in the MMKG using a two-layer graph
attention network (GAT) [48]. The node representations in
MMKG, denoted as UG = UT ∪U I , is used as the input of
the GAT. UT = {ue∗i

|e∗i ∈ V T } and U I = {uv]
j
|v]j ∈ V I}

denote the vector representations of the nodes in the text sub-
graph GT and the image sub-graph GI , respectively. ue∗i

and
uv]

j
denote the initial vector representations of named entity

e∗i and visual object v]j , respectively.
The output of the last GAT layer is used as the input to the

decoder, denoted as XG = {xe∗i
|e∗i ∈ V T } ∪ {xv]

j
|v]j ∈ V I}

where xe∗i
and xv]

j
denote the vector representations of named

entity e∗i and visual object v]j that are encoded by the graph
attention network, respectively.

The decoder of the captioning model generates the tokens
in the entity-aware captions sequentially and consists of N
identical Transformer layers. The initial input to the decoder
is denoted as X0 = [XT ;XI ;XG], where the operator
[; ] denotes matrix concatenation. At the t-th time step, the
decoder predicts the probability of the current token pt ∈ RD

using the initial input and the embeddings of the previ-
ously generated subword units Mt−1 = {m0,m1, ...,mt−1},
where D denotes the vocabulary size and mi denotes the
embedding of the i-th subword unit.

When training the captioning model, we fix the parameters
of the pre-trained RoBERTa and the pre-trained CNN in
the encoder. The parameters of GAT and the decoder are
optimized using the following cross-entropy loss function:

Lp = −
|Y |∑
t=1

log p(wt|w1, w2, ..., wt−1), (2)

where Y denotes the length of the ground-truth caption, and
wi denotes the i-th token in Y . The overall structure of the
captioning model is shown in Figure 4.

IV. EXPERIMENTS

A. Datasets and Evaluation Metrics

The images, captions and news articles in the GoodNews
dataset and the NYTimes800k dataset are collected from the
New York Times, and each image is annotated with one
ground-truth caption. We employ the dataset split of the
GoodNews dataset in [12], where the training, validation
and testing splits contain 445,259 images, 19,448 images
and 24,461 images, respectively. The average lengths of the
news articles and the ground-truth captions are 451 words
and 18 words, respectively. The NYTimes800k dataset con-
tains 763,217 images, 7,777 images and 21,977 images for
training, validation and testing, respectively. Compared to
the GoodNews dataset, NYTimes800k is more complex since
the average article length and the average caption length of
NYTimes800k are 974 words and 18 words, respectively.

We use standard image captioning metrics, including Bleu-
4 [49], METEOR [50], ROUGE-L [51] and CIDEr [52] to
evaluate the similarity of the generated captions to the ground-
truth captions. Since the goal of the model is to generate
entity-aware captions, we also evaluate the named entities in
the genrated sentences. Specifically, the Spacy toolkit [53]
is used to recognize the named entities in both ground-truth
sentences and generated sentences. Following [12], we count
the exact string matches between all the named entities in the
ground-truth captions and the generated captions, to calculate
the F1 score for the generated named entities. We also evaluate
the performance of generating long-tail named entities by
reporting F1 scores of the named entities that appear less than
100 times in the training split. The F1 score of all the named
entities and the long-tail named entities are denoted as F1 and
L-F1, respectively.

B. Implementation Details

To detect the objects in the image I , we use the YOLOv3
detector [43] and filter out the object bounding boxes with
a confidence score of less than 0.3, while a maximum of 64
objects are kept for each image. To detect the faces, we use
the MTCNN [44] network. Following the practice in [12], we
keep no more than 4 face bounding boxes with the highest
confidence scores for each image. To extract the features of
the input images as well as the detected objects and faces, we
use the pre-trained ResNet-152 [45] model.

The hidden dimension of the decoder in the captioning
model is set to 1024. The sub-word vocabulary of the decoder
is identical to the sub-word vocabulary of the pre-trained
RoBERTa [47] model, which contains about 50,000 sub-word
units. We set the maximum length of the article text T and
the caption Y to 512 tokens and 50 tokens, respectively.
We optimize the parameters of the model using the Adam
optimizer [54] and the weight decay is set to 1 × 10−5. We
apply L2 regularization to the parameters and clip the gradient
by the norm of 0.1. The batch size is set to 16, and the model
is trained for 409,600 steps in total. In the first 20,000 training
steps, the learning rate increases from 1× 10−7 to 1× 10−4,
and linearly decreases in the remaining training steps.
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Dataset Decoder Method B-4 M R C F1 L-F1

GoodNews

LSTM ICECAP [13] 1.96 6.01 15.70 26.08 12.03 -
Transformer Transform and Tell [12] 6.05 - 21.40 53.80 20.30 7.13
Transformer Ours 6.82 11.42 22.83 60.84 25.81 8.34
JoGANIC JoGANIC [26] 6.34 10.78 21.65 59.19 22.60 -
JoGANIC JoGANIC+MSTR+NEE(auto) 6.83 11.25 23.05 61.22 24.22 -
JoGANIC Ours+JoGANIC 6.83 11.52 23.14 62.03 25.37 8.25
BART NewsMEP[28] 8.30 12.23 23.17 63.99 23.33 -
BART Ours+BART 8.31 12.32 23.22 64.15 23.39 8.43

NYTimes800k

Transformer Transform and Tell [12] 6.30 - 21.70 54.40 23.34 5.57
Transformer Ours 6.71 9.60 22.13 57.97 25.14 6.35
JoGANIC JoGANIC [26] 6.39 10.75 22.38 56.54 25.41 -
JoGANIC JoGANIC+MSTR+NEE(auto) 6.79 10.93 22.80 59.42 26.39 -
JoGANIC Ours+JoGANIC 6.77 11.22 22.96 59.94 26.23 6.81
BART NewsMEP[28] 9.57 13.02 23.62 65.85 27.55 -
BART Ours+BART 9.53 13.30 23.89 66.43 27.71 7.72

TABLE I: Evaluation results of entity-aware captioning on the GoodNews dataset and the NYTimes800k dataset. B-4, M, R,
C, F1 and L-F1 are the abbreviations of Bleu-4, METEOR, ROUGE-L, CIDEr, the F1 score of all named entities and the F1
score of long-tail named entities, respectively. The best results are marked in Bold. The “JoGANIC” in the “Decoder” column
denotes using the decoder proposed by [26], and “BART” denotes using the decoder in [28].

Method Decoder
GoodNews NYTimes800k

B-4 R C F1 L-F1 B-4 R C F1 L-F1

w/o graph

Transformer

5.34 19.32 47.70 18.34 7.02 5.31 19.73 48.51 19.87 5.79
w/o text graph 5.68 19.57 47.92 18.53 7.41 5.72 19.89 48.90 19.93 5.93
w/o image graph 6.01 20.02 49.75 19.37 7.13 6.10 20.08 52.72 21.07 6.10
w/o matching 6.02 20.13 50.24 19.01 7.07 6.15 21.03 53.31 22.58 6.13
w/o matching+complete 5.99 20.03 52.89 20.79 7.34 6.45 21.27 56.19 23.02 6.10
Ours 6.82 22.83 60.84 25.81 8.34 6.71 22.13 57.97 25.14 6.35
w/o graph

JoGANIC

6.34 21.65 59.18 22.60 - 6.39 22.38 56.54 25.41 -
w/o text graph 6.57 22.02 59.23 22.59 7.95 6.59 22.42 56.69 25.43 5.90
w/o image graph 6.60 22.15 59.22 22.04 8.06 6.62 22.49 57.39 25.57 5.97
w/o matching 6.65 22.13 60.02 22.76 8.09 6.60 22.63 58.40 25.67 6.23
w/o matching+complete 6.70 22.45 61.30 23.75 8.13 6.68 22.67 57.93 26.03 6.35
Ours 6.83 23.14 62.03 25.37 8.25 6.77 22.96 59.94 26.23 6.81

TABLE II: The results of ablation studies on the GoodNews dataset and the NYTimes800k dataset.

C. Comparison with State-of-the-Art Methods

We compare our method with end-to-end entity aware cap-
tioning methods, including “ICECAP”[13], “Transform and
Tell” [12], “JoGANIC”[26] and “NewsMEP” [28]. “ICECAP”
[13] uses LSTM to generate the entity-aware caption, while
“Transform and Tell” [12] and “JoGANIC” uses Transformer
[21] as the decoder. In particular, “JoGANIC” introduces
additional component-specific Transformer blocks, together
with multi-span text reading mechanism (MSTR) that encodes
more than 512 tokens in the article and entity embedder (NEE)
that uses pre-trained Wikipedia2vec [42] representations of
the named entities. “NewsMEP” designs a contextual prompts
module to select named entities, and utilizes the decoder of
BART [30] to generate entity-aware captions. For fair com-
parison, we re-implement the component-specific Transformer
blocks in “JoGANIC” and use these blocks to replace the last
layer of our model, denoted as “Ours+JoGANIC”. We also
use the decoder of NewsMEP [28] that is initialized by the

parameters of BART, denoted as “Ours+BART”.

Table I shows the results of the aforementioned state-of-
the-art methods and our method. We observe that our method
achieves the best results in terms of most evaluation metrics
on both datasets, especially Bleu-4 and CIDEr, which validates
the superority of the proposed MMKG on entity-aware image
captioning. The entity F1 score of our method outperforms
all existing methods on both datasets, which indicates that
by modeling the association between the named entities and
the visual cues in the image, our method selects the named
entities from the news articles more accurately. Our method
also outperforms “Transform and Tell” in terms of the F1
score of long-tail named entities, which indicates that our
method selects the long-tail named entities more appropriately.
When using the decoder of “JoGANIC” and BART, our
method (“Ours+JoGANIC” and “Ours+BART”) outperforms
“JoGANIC” and “NewsMEP” on most evaluation metrics,
which implies that our method works effectively with different
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Subset Method B-4 R C

GoodNews
w/ people

w/o graph 5.39 21.55 53.26
w/o graph+JoGANIC 6.70 21.46 59.03
Ours 6.31 21.60 58.41
Ours+JoGANIC 6.79 22.34 61.03

GoodNews
w/o people

w/o graph 4.11 19.78 37.58
w/o graph+JoGANIC 6.13 22.79 59.30
Ours 5.22 19.92 45.10
Ours+JoGANIC 6.85 24.37 60.07

NYTimes800k
w/ people

w/o graph 5.41 21.03 53.47
w/o graph+JoGANIC 6.24 22.18 56.03
Ours 6.39 22.04 56.73
Ours+JoGANIC 6.73 23.02 57.87

NYTimes800k
w/o people

w/o graph 4.12 19.75 39.50
w/o graph+JoGANIC 6.52 22.46 57.19
Ours 5.70 20.06 47.12
Ours+JoGANIC 6.72 22.34 58.03

TABLE III: Evaluation results on captions that involve people
(w/ people) and captions that do not contain people (w/o
people).

kinds of decoders.

D. Ablation Studies

To verify the effect of each component in our method,
we conduct ablation studies on the GoodNews dataset and
the NYTimes800k dataset by using the Transformer as the
decoder. We evaluate the following variants of our model: (1)
w/o graph: To evaluate the effect of the MMKG, the entire
MMKG is removed, and the input to the captioning model only
includes the region features of the image XI and the token-
level features of the news article XT ; (2) w/o text graph: To
evaluate the contribution of the text sub-graph GT , the text
sub-graph is removed and the input to the decoder includes
XT , XI and the features of the objects and faces in the image;
(3) w/o image graph: To evaluate the contribution of the
image sub-graph, we remove the objects and faces in GI . The
input to the decoder includes XT , XI and the representations
of the nodes in the text sub-graph GT ; (4) w/o matching,
w/o matching+complete: To validate the effectiveness of the
cross-modal entity matching module, we remove the cross-
modal entity matching module and use two different strategies
of constructing the multi-modal knowledge graph: removing
all the edges between the image sub-graph and the text sub-
graph (w/o matching), and connecting all the possible edges
between the image sub-graph and the text sub-graph (w/o
matching+complete).

The results of ablation studies are shown in Table II. From
these results, we have the following observations: First, the
performance of “w/o graph” significantly degrades on all
the metrics, which indicate that the MMKG is beneficial to
describing the events in the image as well as selecting named
entities. Second, when using only the image sub-graph or the
text sub-graph, the values of most metrics slightly increase,
demonstrating that either sub-graphs contribute to improving
the performance. Third, compared to the image sub-graph,

Dataset Method B-4 R C

GoodNews

w/o graph 5.27 17.32 40.45
w/o text graph 5.29 17.93 41.26
w/o image graph 5.72 18.21 43.37
Ours 5.89 19.19 45.22
w/o graph+JoGANIC 5.82 19.10 42.03
w/o text graph+JoGANIC 5.97 19.30 42.34
w/o image graph+JoGANIC 5.99 19.21 42.45
Ours+JoGANIC 6.03 19.85 45.97

NYTimes800k

w/o graph 5.37 17.23 42.83
w/o text graph 5.41 18.10 42.82
w/o image graph 5.74 18.21 46.59
Ours 5.97 19.20 47.27
w/o graph+JoGANIC 5.45 18.04 43.27
w/o text graph+JoGANIC 5.50 18.23 46.93
w/o image graph+JoGANIC 5.56 18.97 47.98
Ours+JoGANIC 5.99 19.75 49.53

TABLE IV: Evaluation results of event description on the
GoodNews dataset and the NYTimes800k dataset.

Dataset Named entity recall

GoodNews 78.4
NYTimes800k 76.7

TABLE V: The recall of the named entities extracted from the
article text on GoodNews and NYTimes800k.

using the text sub-graph achieves better results, indicating that
the background knowledge in the news article is of greater
importance than the objects and faces in the image. Fourth,
the captioning performance degrades when the edges between
the image sub-graph and the text sub-graph are all removed
or all connected, which validates that associating the named
entities to the corresponding objects helps to generate more
accurate captions. Finally, our full model performs best when
the text sub-graph and the image sub-graph are both encoded,
validating the effectiveness of learning the association between
the named entities and visual objects.

Dataset Object F1 score

GoodNews 77.4
NYTimes800k 80.1

TABLE VI: The F1 scores of the objects and faces detected
in the images of GoodNews and NYTimes800k.

E. Performance of Generating Different Types of Captions

Since multiple types of named entities are relevant to the
news images, an ideal entity-aware captioning model should
generate different types of named entities accurately. To eval-
uate the effect of the proposed MMKG on generating different
types of named entities, we divide the test split of GoodNews
and NYTimes800k into a subset where the ground-truth cap-
tions involve people’s names (“w/ people”) and and another
subset where the ground-truth captions do not contain people’s
names (“w/o people”). The test split of GoodNews contains
15,883 images with people and 7,330 images without people,
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Dataset Method Object Detection Face Detection B-4 M R C F1 L-F1

GoodNews
Ours YOLOv3 MTCNN 6.82 11.42 22.83 60.84 25.81 8.34
Ours VinVL TinaNet 6.82 11.44 22.89 60.93 25.89 8.48

NYTimes800k
Ours YOLOv3 MTCNN 6.71 9.60 22.13 57.97 25.14 6.35
Ours VinVL TinaNet 6.70 9.62 22.17 58.20 25.23 6.44

TABLE VII: The results of using different object detector and face detector.

respectively. The test split of NYTimes800k consists of 15,099
images that involve people and 6,877 images without people,
respectively. From the results in Table III, we observe that
compared with “w/o graph”, our method makes improvements
on both subsets, which indicate that the proposed MMKG is
capable of generating captions with people’s names as well as
describing images without people.

F. Performance of Describing Events

In addition to selecting named entities correctly, an entity
aware captioning model is also required to describe the events
depicted in the images properly. To evaluate the performance
of event description, the influence of named entities should
be eliminated. We replace the named entities in the ground-
truth captions and the generated captions with corresponding
class labels and report the Bleu-4, METEOR, ROUGE-L and
CIDEr metrics. From the results in Table IV, we observe that
both the image sub-graph and the text sub-graph contribute to
event description. The model using the text sub-graph performs
better than the model using image sub-graph, which indicates
that the named entity relationships in the text sub-graph play
a more important role in describing the events in the image.

G. Evaluation of Information Extraction and Object Detection

To better understand the construction of multi-modal knowl-
edge graphs, we evaluate the quality of the intermediate
results, namely the output of the information extraction model
as well as the object detection and face detection model. We
evaluate the quality of information extraction by comparing
the triplets extracted from the article text and the ground-
truth captions of the images in the article, respectively. The
triplets extracted from the ground-truth captions are regarded
as the references, and we calculate the recall of the triplets
extracted from the article text. The recall on GoodNews and
NYTimes800k are shown in Table V. From these results, we
observe that the information extraction model captures a large
portion of the triplets that are related with the images.

In terms of object and face detection, we randomly select
500 images from both datasets, and ask the human annotators
to annotate the bounding boxes of the objects and faces that are
relevant to the named entities in the ground-truth captions. The
detected objects and faces that have an IoU (intersection over
union) larger than 0.8 with the annotated bounding boxes are
considered positive samples, and we calculate the F1 score of
all the detected objects. The results in Table VI indicates that
the object detection model and face detection model effectively
detects the objects and faces in the images.

To evaluate the effect of object detection model and face
detection model on entity-aware captioning, we conduct addi-
tional experiments by using the object detector from VinVL
[55] and face detector TinaNet [56] to construct the image sub-
graph. The experiments are conducted using Transformer as
the decoder, and the results on GoodNews and NYTimes800k
are shown in Table VII. We observe that by using VinVL and
TinaNet, the performance of generating entity-aware captions
is improved in terms of the standard evaluation metrics and
the F1 scores of named entities, indicating that using more
advanced object detector and face detector helps to generate
more accurate entity-aware captions.

H. Qualitative Results

We show some examples of the generated entity-aware
captions in Figure 5. As illustrated in the figure, our model
correctly selects multiple types of named entities inculding
persons, places and times. For example, in Figure 5(b), our
method correctly describes the person name in the image,
while the model without MMKG uses another person name
in the article. The cases where multiple named entities are
related to the image is also well handled by our model, thanks
to the modeling of entity relationships using the MMKGs.
For instance, in Figure 5(e) where the image shows multiple
persons, our model successfully identifies all the persons. It
is also interesting to observe that even if the visual objects
are not clear, our method still works well, which further
validates the advantage of the entity relationship captured by
the multi-modal graph using the external knowledge. Taking
Figure 5(d) for example, though the Renault’s chairman Jean-
Dominique Senard (the person on the left) is shadowed and
is difficult to recognize, our model correctly describes both
person names using the relationships involving him and the
Nissan’s executive, Hitoro Saikawa (the person on the right).
Apart from the images that mainly depicts people, our method
also describes the images that only involves the common
objects (Figure 5 (c) and (f)) accurately. For instance, our
method associates the football in the image to “The Brazuca”
in the article text and utilizes the facts about the football in
the article to generate accurate description.

The examples of multi-modal knowledge graphs are shown
in Figure 7. From these figures, we observe that the multi-
modal knowledge graphs are capable of modeling the fine-
grained relationship between named entities in the news arti-
cle. For instance, in Figure 7(a), though the image only shows
one person (Novak Djokovic), the relationship between the
person and another person (Alexander Zverev) is captured by
the text sub-graph. In Figure 7(b), the multi-modal knowledge
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Image Captions Generated MMKG

(a)

Ground-truth: Jack Jones performing at Feinstein ’s at Loews Regency.
w/o graph: Jack Jones (√)performing at Lolette Hotel (×) on Wednesday night.
Ours: Jack Jones (√) played his show at Feinstein’s (√) at Loews Regency (√) on Wednesday.
Ours+JoGANIC: Jack Jones (√) performing Feinstein’s (√) at Loews Regency (√) on Wednesday 
night.

(b)

Ground-truth: Vice President Joseph R. Biden Jr. on Thursday at one of the meetings he conducted 
to gather information on gun violence.
w/o graph: President Obama (×) spoke about the ban on gun control at the White House on 
Thursday (√).
Ours: Vice President Joseph R. Biden Jr. (√) on Thursday (√) at the White House.
Ours+JoGANIC: Vice President Joseph R. Biden Jr. (√) at a meeting on Thursday (√).

(c)

Ground-truth: Adidas on Tuesday unveiled the Brazuca, the official match ball of the 2014 World 
Cup in Brazil.
w/o graph: The Brazuca (√), designed for the 2014 World Cup (√) , will be used in September 2012 
(×).
Ours: The Brazuca (√) will be used for the 2014 World Cup (√) in Brazil (√).
Ours+JoGANIC: The Brazuca (√) is the official match ball for the 2014 FIFA World Cup (√)

(d)

Ground-truth: Renault ’s chairman , Jean - Dominique Senard , left , and Nissan ’s chief executive , 
Hiroto Saikawa , in Tokyo on Thursday .
w/o graph: Nosuki Ghosn (×), the chief executive of Nissan, in Tokyo last month (×).
Ours: The Renault chief, Jean - Dominique Senard (√), and Hitoro Saikawa (√), the chief executive 
of Nissan, at the company ’s headquarters in Tokyo (√) on Thursday (√).
Ours+JoGANIC: Hiroto Saikawa (√), Nissan’s former chairman, at a news conference in Tokyo(√).

(e)

Ground-truth: President Trump and President Xi Jinping of China at a bilateral meeting at the 
Group of 20 in Osaka , Japan, in June .
w/o graph: President Xi Jinping (√) of China in Beijing on Monday.
Ours: President Trump (√) and President Xi Jinping (√) of China at the Japan (√) on Sunday.
Ours+JoGANIC: President Trump with President Xi Jinping of China at the Group of 20 summit 
meeting in Paris on Saturday.

(f)

Ground-truth: White Rock Lake in Dallas , where the body of a transgender woman was recovered 
by the police on Saturday.
w/o graph: A view of White Rock Lake (√) in Dallas (√) on Monday (×).
Ours: A view of the White Rock Lake (√), where Ms. Lindsey (√) was found dead on Saturday (√).
Ours+JoGANIC: White Rock Lake in Dallas, where Ms. Lindsey was found dead on Saturday.

Jack Jones
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show at

Loews Agency
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Vice president
task force

led by

Hitoro Saikawa chief 
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Fig. 5: Qualitative results on the GoodNews dataset (a, b, c) and the NYTimes800k dataset (d, e, f). “Ground-truth”, “w/o
graph”, “Ours” and “Ours+JoGANIC” denote the ground-truth caption, the caption generated without the MMKG, the caption
generated using MMKG, and the caption generated using the MMKG together with the decoder of “JoGANIC”, respectively.
The named entities in the captions are colored and underlined. Due to space limitation, the rightmost column only shows part
of the constructed MMKGs.

√
and × denote the named entities that are described correctly and the named entities that are

irrelevant to the image, respectively. The named entities, relationships and the visual objects in the multi-modal knowledge
graph are represented by blue dots, red dots and green dots, respectively.

graph correctly captures the relationship between the person
(Sebastian Vettel) and his racing team (Red Bull Infiniti).

I. Discussion on Limitations

In this section, we analyze the failure cases in the generated
captions and discuss the limitations of the proposed method.
Some failure cases are shown in Figure 6, where the captioning
model generates incorrect human names for different reasons.
In Figure 6(a), the face detection model fails to detect a human
face (corresponding to “Prime Minister Wen Jiabao”), and the
named entity is not connected to the human face in the multi-
modal knowledge graph. This issue can be alleviated by using
more advanced face detection model. In Figure 6(b), though
the human face in the image is detected, the cross modal entity
matching module does not connect the named entity (“Ronald

Westbrook”) to the correct human face since the image of
the named entity is not available in the external knowledge
base. We are going to address this issue by collecting a larger
knowledge base that covers a wider range of named entities,
or introducing knowledge graph completion methods to reason
about the relationship between the named entities and the
visual objects that are unknown to the cross-modal entity
matching module. In Figure 6(c) and (d), the small human
faces are not detected by the face detection model. In such
cases, the captioning model either misses some human names
or generate wrong human names, which can also be addressed
by using better face detection models.
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(a)

Ground-truth: Chancellor Angela Merkel of Germany with Prime Minister Wen Jiabao during a 
welcoming ceremony in Beijing on Thursday.
w/o graph: President Xi Jinping (×) of China, center, and other European Union leaders in Beijing 
(√) on Thursday (√).
Ours: Chancellor Angela Merkel (√) of Germany and President Emmanuel Macron (×) of France at 
a news conference in Beijing (√) on Thursday.

(b)

Ground-truth: Ronald Westbrook, 72, was a retired Air Force officer.
w/o graph: Joe Hendrix (×), a retired Air Force officer, at a news conference in Atlanta on Friday.
Ours: Joe Hendrix (×), a retired Air Force officer, was shot to death on Nov. 27.

(c)

Ground-truth: Ford’s development of the Mustang under Mr. Iacocca first put him in the public 
eye. He rode in one in 1965 between Donald N. Frey, left, who led the Mustang design and 
engineering work, and Henry Ford II, the automaker’s powerful chairman.
w/o graph: Mr. Iacocca (√)’s car, shown in an undated photo.
Ours: Mr. Iacocca (√) on the assembly line at the Ford (√) plant in Detroit in 1979. Mr. Iacocca
helped transform big business’s relationship with Washington.

(d)

Ground-truth: Chris Urmson, left, who previously led a self-driving car project at Google, and 
Sterling Anderson, formerly of Tesla, at the Aurora office in Palo Alto, Calif., last year.
w/o graph: Mike Manley (×), chief executive of Fiat Chrysler, at the company’s headquarters in San 
Francisco (×).
Ours: Mike Manley (×), chief executive of Fiat Chrysler, at Palo Alto, Calif. (√) 

Image Captions

Fig. 6: Failure cases on the GoodNews dataset (a and b) and the NYTimes800k dataset (c and d), where the errors are marked
in cross (×). In the first case, the face detection model fails to detect an occluded face and the captioning model is uncertain
about the human name. In the second case, the visual information related to the named entity “Ronald Westbrook” is not
available in the external knowledge base and the cross-modal entity matching module fails to connect the named entity in the
text sub-graph to the human face in the image sub-graph. In the last two cases, the human faces are too small to detect, and
the captioning model misses some human names or generates wrong human names.

Image News Article Multi-modal Knowledge Graph Captions

(a)

…… In a match that lasted 22 minutes longer, 
Djokovic beat fifth-seeded Alexander Zverev 
on Philippe Chatrier Court, 7-5, 6-2, 6-2. 
Djokovic and Thiem will play at Roland 
Garros for the third time in four 
years. ………… 

GT: Novak Djokovic defeated 
Alexander Zverev at the 
French Open on Thursday.
Ours: Novak Djokovic (√) 
during his 7-5, 6-2, 6-2 victory 
over Alexander Zverev (√) on 
Thursday (√) at the French 
Open.

(b)

Many drivers in the glamour-rich, cash-poor 
sport attribute Vettel's success to his Red Bull 
Infiniti partnership, as if he were behind the 
wheel of a Brink's truck. …… "You have low 
expectations when you come here," Vettel 
said, referring to the United States, "because 
you don't know how much people know about 
Formula One.” ……

GT: Sebastian Vettel, seeking 
a record eighth straight 
Formula One victory, will race 
in the United States Grand 
Prix on Sunday.
Ours: Sebastian Vettel (√) of 
Red Bull Infiniti at the United 
States (√) Grand Prix.

Fig. 7: Qualitative results of generated multi-modal knowledge graphs on the GoodNews dataset (a) and the NYTimes800k
dataset (b). In the multi-modal knowledge graphs, the named entities, relationships and the visual objects are represented by
blue dots, red dots and green dots, respectively.
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Dataset Method Event score

GoodNews

Transform and Tell [12] 2.14
Ours 2.46
Ours+JoGANIC 2.58

NYTimes800k

Transform and Tell [12] 2.20
Ours 2.49
Ours+JoGANIC 2.73

TABLE VIII: The average scores given by the human anno-
tators that reflect the quality of the events described by the
entity-aware captions on GoodNews and NYTimes800k.

J. Human Evaluation

To evaluate the quality of the entity aware captions more
thoroughly, we recruit 20 volunteers in total and perform
human evalaution on 200 images in the GoodNews dataset. We
first evaluate the quality of the generated captions by showing
the news article, the image and the generated caption and
asking the human annotators to rate the event described in the
caption by giving a “event score” from 0 to 3 (a higher score is
better). Each caption is scored by at least two annotators. From
the average event scores in Table VIII, we observe that “Ours”
performs better than “Transform and Tell” in describing the
events depicted by the image, and “Ours+JoGANIC” further
improves the performance.

In addition, we also evaluate the quality of the multi-
modal knowledge graphs using a separate human evalaution
interface. The named entities and the corresponding visual
objects in the multi-modal knowledge graphs are shown, and
the annotators are asked to rate whether the visual objects
are matched to the correct named entities. For the captions
with different event scores, we calculate the portion of the
correctly matched visual objects in the corresponding multi-
modal knowledge graphs. The distribution of the correctly
matched visual objects with respect to the event score of
the corresponding entity-aware captions is shown in Figure
8. We observe that for the captions that have higher event
score, the portion of the correctly matched visual objects in
the corresponding multi-modal knowledge graphs is larger,
which indicates that the multi-modal knowledge graphs of high
quality helps the captioning model to generate better entity-
aware captions.

V. CONCLUSION

We present a novel entity-aware image captioning method
that constructs a MMKG by exploring external knowledge
from the web. Our method can simultaneously associate visual
cues with named entities and capture the fine-grained relation-
ships between named entities, thus succeeding in extracting
accurate entities and refining concrete events. The proposed
method first constructs a text sub-graph that consists of the
named entities and their relationships, and an image sub-graph
containing the visual objects in the image, and then connects
the similar named entities and visual objects using a cross-
modal entity matching module. Extensive experiments on two
large-scale entity-aware image captioning datasets, GoodNews

(a)

(b)

Fig. 8: The distribution of the correctly matched visual objects
with respect to the event score on the GoodNews dataset (a)
and the NYTimes800k dataset (b). The label under each bar
denotes a range of event score, and the height of each bar
reflects the portion of the correctly matched visual objects in
the MMKGs corresponding to the captions whose event scores
lie in the range.

and NYTimes800k, demonstrate the effectiveness of the pro-
posed method. In the future, we are going to investigate more
advanced caption decoders and linguistic features to further
improve the captioning performance.
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